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ABSTRACT

In this paper we present the design and implementa-
tion of two hardware designs for the acceleration of AI
processing in space. First we present a SIMD mod-
ule extension for Cobham Gaisler’s LEON3 and NOEL-
V space processors with support for fast AI operations,
which achieves up to 4× performance improvement for
commonly used ML operations compared to a minimal
LEON3 configuration. Next, we present a Binary Neu-
ral Network (BNN) FPGA accelerator which leverages
ESA’s TASTE model-based framework to facilitate com-
munication with the host space processor. Our simulation
results show an estimated performance improvement of
32× compared to LEON3.

Key words: AI, ML, SWAR, LEON3, NOEL-V, BNN,
TASTE.

1. INTRODUCTION

In recent years there has been an increasing interest in
artificial intelligence (AI) and machine learning (ML) in
space, specifically for on-board processing [1]. For ex-
ample, current missions from both ESA and NASA in-
clude AI processing for autonomy and efficiency. In par-
ticular, NASA’s latest Mars Rover, Perseverance, uses AI
for navigation, however the low processing power of ex-
isting space processors permits only offline navigation
planning and only over small distances and at low speed.
For this reason, COTS accelerators such as Intel Mo-
vidius are explored for use in space systems, such as in
ESA’s Φ-Sat-1 technology demonstration mission, where
AI is used for detecting clouds in satellite earth observa-
tion images, in order to save bandwidth from transmit-
ting them. However, due to the low radiation tolerance of
COTS systems in general, these solutions cannot be cur-
rently used beyond low-earth orbit (LEO) or for long term
missions such as institutional ones. Moreover, COTS
software stacks used in such accelerators, frequently de-
pend on non-space qualified and non-real-time operating
systems such as Linux, which creates another challenge

to their adoption.

Therefore, ML acceleration features are needed in al-
ready qualified space processors and FPGAs, so that they
comply with space requirements and to reduce their qual-
ification time and cost. In this paper, we describe our
on-going work on two such solutions, one for increasing
the AI performance of space processors using a low-cost,
short vector unit co-designed for common machine learn-
ing operations, and another one implementing a state-of-
the-art low-cost binarised neural networks (BNN) on FP-
GAs, using ESA’s TASTE framework for a reliable soft-
ware stack. Both solutions are implemented in VHDL
and are open-source [2][3] . Our early experimental re-
sults show that both proposals can provide a significant
boost to the on-board machine learning processing capa-
bilities of existing space systems.

In the following sections we provide the current design
details and implementation status of these two hardware
proposals as well as preliminary results of our experi-
mental evaluation. Section 2 describes the architectural
design of our low-cost vector unit, while Section 3 de-
scribes the architecture of the binarised-network acceler-
ator. Section 4 evaluates each of the proposals and Sec-
tion 5 presents the conclusion and our plans for future
work.

2. LOW-COST SHORT VECTOR SUPPORT FOR
LEON3 AND NOEL-V FOR ML

2.1. Architectural Design

Our work provides a low-cost hardware unit to speed-up
AI applications through the use of short vector operations
and special instructions which improve the performance
when performing machine learning operations. The de-
sign has been driven by analyzing the most common op-
erations in machine learning [4].

The module is portable and has been designed for the
dual-licensed LEON3 [5] and NOEL-V [6] processors
targeting the space domain designed by Cobham Gaisler.



Similar to the processors, the module is written in VHDL
and available as open source.
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Figure 1. Outline of the SIMD module.

Despite the increased performance boost that traditional
vector processing units offer, they have a significant hard-
ware overhead, occupying large portions of the precious
die area of embedded processors, which for the older pro-
cessing technologies used for fabricating space chips are
even higher. The main reason for this overhead is the
large additional vector register files as well as the large
vector width required by their functional units, which are
frequently operating in floating point format. As such,
they occupy an additional pipeline in the design.

In order to minimize the hardware overhead of our imple-
mentation, our design follows the next principles. First,
it has been recently shown in the literature that 8-bit in-
teger instructions are enough for machine learning [7],
while there is a trend for even smaller sizes to the extreme
of a single bit in the case of binarized neural networks,
which we explore with our second contribution presented
in Section 3. Therefore in our module, we only support
integer and bitwise operations of 8-bit components, with
and without saturation logic.

The fact that we operate on integer values, allows us to
use the existing integer register file, avoiding extra hard-
ware overhead and limiting our SIMD processing to 4
8-bit values which fit within a register. This independent
parallel processing within a processor register is known in
the literature as SIMD within a register - SWAR [8]. The
original use of the term SWAR [8] was coined to refer to a
generic, portable software programming model that could
be implemented on top of the multimedia/short vector in-
structions of commodity microprocessors such as Intel’s
MMX/SSE, PowerPC’s Altivec or SPARC v9’s VIC ex-
tensions, but nowadays it is used with a broader mean-
ing which includes all (mainly short) vector architectures
whose instructions operate over multiple elements than
can fit in a CPU register, either a vector or a scalar one.

Recently, SWAR extensions for the floating point instruc-

tions of the LEON2FT space processor have been ex-
plored within an ESA-funded activity [9]. In that work,
short vector instructions were introduced for accelerat-
ing software defined radio (SDR)/digital signal process-
ing (DSP) operations frequently found Global Navigation
Satellite System (GNSS) receiver software such as corre-
lation, demodulation and table lookups used in sine and
cosine computations.

Inspired by [9], we apply a similar methodology focused
on instructions frequently found in Machine Learning
processing algorithms, and we extend this concept fur-
ther, making some key architectural decisions which dif-
ferentiate our proposal and offer additional benefits. The
fact that we are reusing the existing integer register file
enables us to utilise the existing processor instructions
for loading, setting and performing some modifications to
these registers. Therefore, this minimizes the additional
SIMD instructions which need to be added to the proces-
sor. Moreover, this choice allows us to reuse the integer
pipeline, requiring minimal hardware overhead and de-
sign changes. Our short vector module consists of two
pipeline stages as shown in Figure 1, specifically tailored
for the acceleration of dot product and matrix multiplica-
tion operations, which are dominating machine learning
applications, as well as other operations found in neural
network layers.

The first one operates in parallel with the execution stage
of the integer pipeline, where the 32-bit integer Arith-
metic Logic Unit (ALU) of the LEON3/NOEL-V is lo-
cated, since only one of them can be used at the same
time. The second pipeline stage of our module, imple-
ments reduction operations (maximum, minimum, sum
or XOR) among the 4 8-bit components and it is bypassed
when it is not needed, incurring no penalty.

In order to integrate the module we had to add sup-
port for new instructions in the processor. Each instruc-
tion encodes the operation code for each stage and the
source and destination registers. In case there is no need
to do an operation in one stage, it is bypassed by set-
ting the corresponding operation code to 0. Although
it was designed to work with both LEON3 and NOEL-
V, currently the module has been implemented only in
the LEON3 processor. In this implementation, we have
reused the unused opcode space of Sparc V8 ISA, in or-
der to preserve backwards compatibility with existing bi-
naries. The NOEL-V implementation is currently work
in progress and we are using the opcodes dedicated to
custom ISA extensions.

The introduced SIMD instructions include also immedi-
ate versions. Since the available instruction space was
limited, we encoded some commonly used values for
each operation, such as powers of two, and the powers of
two plus or minus one, similar to operations found in em-
bedded GPU ISAs[10]. This is a key difference with [9],
which allows to reduce register pressure and increase the
instruction throughput, while accelerating numerous op-
erations.



Finally in order to further improve the performance for
certain operations, we added also the following features
which were not used by [9] but were inspired by embed-
ded GPUs and other vector extensions in microproces-
sors:

1) Masking: The mask, or predication vector, is a bit-
vector which controls whether the result of each 8-bit
component is written in the destination register.

2) Swizzling: The swizzling vector allows reordering the
components of both input operands, as well as their du-
plication or masking. It is implemented with a series of
multiplexers, shown for clarity as ”swizzling network” in
Figure 1.

Both bit-vectors are set using the write instruction to the
new special register %scr (SIMD Control Register).

Our design is open source and can be accessed at [2]

2.2. Programming

We are currently working towards adding compiler sup-
port for our SIMD unit. For the moment, we only have
added assembly support within the binutils of LEON3,
which is provided as a part of Gaisler’s LEON Bare-C
Cross Compilation System (BCC) [11]. This allows to
program the target algorithms in C using inline assembly
for the SIMD operations, using the gnu assembler syntax.
Listing in Figure 2 shows an example of this for a trivial
example of vector addition with saturation.

Given the fact that our module operates on existing inte-
ger registers, with inline assembly we can allocate vec-
tor variables to specific registers (lines 5-7) and use them
for normal operations in C (lines 10, 12, 16) or with our
SIMD instructions using the explicit inline assembly in-
struction (line 14). Conceptually, this is similar to pro-
gramming with vector intrinsics found in any short vector
architecture eg. ARM NEON, so we are currently work-
ing on the addition of such intrinsics in the compiler. In
the future, we plan to add further support in the com-
piler, to allow the exploitation of the SIMD architecture
by ”regular” GPU-like vector code as the one shown in
the comments in the Figure 2 or even automatic SIMD
vectorisation from scalar C code.

3. BNN ACCELERATOR

3.1. Architectural Design

Depending on the type and the size of the actual neu-
ral network and on other mission requirements, an FPGA
accelerator might be a preferred option. Moreover, re-
cently Binary Neural Networks (BNNs) have been pro-
posed [12], which reduce significantly the memory and
computational resources required for inference.

1 unsigned char w e i g h t s [ 3 2 * 3 2 ] ;
2 unsigned char n e x t l a y e r [ 3 2 * 3 2 ] ;
3

4 / * A l l o c a t e s h o r t v e c t o r s t o s p e c i f i c r e g i s t e r s * /
5 r e g i s t e r unsigned i n t a asm ( ”%g4 ” ) ;
6 r e g i s t e r unsigned i n t b asm ( ”%g5 ” ) ;
7 r e g i s t e r unsigned i n t r e s u l t asm ( ”%g6 ” ) ;
8

9 / * i n i t i a l i s e a l l a components t o 0 , i e a . xyzw=0 * /
10 a = 0 ;
11 / * b . xyzw = w e i g h t s [ 0 ] . xyzw * /
12 b = * ( ( unsigned i n t *) &w e i g h t s [ 0 ] ) ;
13 / * r e s u l t . xyzw = a . xyzw + b . xyzw * /
14 asm ( ” add %g4 , %g5 , %g6 ” ) ;
15 / * n e x t l a y e r [ 0 ] . xyzw = r e s u l t . xyzw * /
16 * ( ( unsigned i n t *) &n e x t l a y e r [ 0 ] ) = r e s u l t ;

Figure 2. Example of SIMD programming in C with inline
assembly

While FPGA support for this type of neural networks
already exists or can be implemented in various FPGA
toolkits such as Xilinx’s FINN [13] framework, Xilinx’s
Versal AI core [14], Microchip’s VectorBlox [15] and
others including high-level synthesis solutions, there can
be certain settings in high criticality space systems which
require full control or ownership of the hardware and
software stack of the accelerator, such as integration with
real-time operating systems (RTOSes), portability across
FPGA vendors and other requirements.

In order to satisfy this need, ESA frequently relies on
model-based engineering approaches. In particular, ESA
has developed the open source TASTE model-based en-
gineering framework [16][17], which supports both soft-
ware and hardware code generation, while it supports so-
lutions from multiple vendors relevant to the spacec do-
main.

In this section, we present an implementation of a BNN
accelerator for FPGA systems which is appropriate for
use in critical space systems, since its software stack and
hardware communication implementation with the host
CPU is correct-by-construction, leveraging TASTE.

We use TASTE in order to automatically generate the
communication between the host space CPU processor,
LEON 3, and our accelerator, based on an Abstract Syn-
tax Notation One (ASN.1) [18] specification. In the
ASN.1 specification, we define the amount of data we
want to be transferred to the accelerator and their types,
which is input data over which we want to perform the
inference. Moreover, we describe the data which are sent
back to the host CPU to indicate the inference results,
which in our case is the short bit-vector of the last BNN
layer used for the computation. Then the host processor
translates this bit-vector to useful information, eg. to de-
termine the class of the inferred object in case of image
recognition.

The TASTE framework generates the host CPU code
required for the communication based on the provided
specification, which is in our case C code for bare metal
execution. However, TASTE supports also code genera-
tion for Ada and its high-integrity Spark subset, as well
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Figure 3. Functioning core of the accelerator architec-
ture: fully connected cell.

as integration with the RTEMS real-time operating sys-
tem, including its SMP variant. Moreover, it generates
the hardware implementation of the specified communi-
cation protocol in VHDL as well the project configuration
targeting specific FPGAs, allowing a large variety of de-
vices from different vendors. As a consequence, we can
guarantee that these parts are free of errors, and therefore
we can only focus on the implementation and verification
of the BNN accelerator functionality.

As opposed to the input data which are streamed to the
accelerator, the BNN weights are stored in the FPGA in
block ram and they are reused for all inference operations
over the different input data. In BNN networks, each ac-
tivation and weights have two possible values, 1 or -1,
which can reduce the memory consumption up to 8-64
times compared to conventional neural networks imple-
mented with integer operations. Since only 1 bit is used
for encoding these values, -1 is represented by the value
0. The more important benefit of BNNs is that instead
of the expensive Multiply-and-Accumulate (MAC) oper-
ation used in the most expensive parts of the conventional
neural networks, the implementation of fully connected
layers, this is replaced by an exclusive nor (XNOR) op-
eration and bit-count. In a similar way, other operations
found in conventional NNs are replaced by bit-wise oper-
ations in BNNs.

In our accelerator, we currently implement fully con-
nected networks using interconnected fully connected
cells. The architecture of each cell is shown in Fig-
ure 3. From an input buffer the feature map gets loaded
and flows through an xnor gate together with the weights
loaded from the BlockRAM. An accumulator adds up
the values until the full feature vector passed the xnor
gate. The sign function calculates the outcome as fol-
lows: result = 2 ∗ p − n where p is the number of set
bits and n is the length of the feature vector. If the result
is positive, the activation of the neuron is 1, if its negative
it is 0, respectively.

The RTL schematic of parts of the accelerator are shown
in Figure 4. The fully connected layer receives the data
from the FIFO module from the accelerator or the previ-
ous layers, as well as the weights from the memory mod-
ules. The fully connected layer as well as the memory is
clocked and connected with an address counter. In our
current implementation the loading of the weights takes
twice as many cycles as the number of neurons in the
accelerator layers. After the calculation an accumulator
module sends the activations to the next layer. We can
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Figure 4. Sample accelerator schematic showing only
one fully connected cell.

further optimize the design by using more BRAM mod-
ules for storing and loading the weights in parallel, how-
ever, the current design can provide enough performance
as we show in the next section, so this is left as future
work. The full code of our accelerator is released as open
source [3].

4. EVALUATION

4.1. Vector Unit

Hardware Overhead: We synthesized the smallest pos-
sible LEON 3 processor configuration from GRLIB ver-
sion GPL 2020.4-b4261 (LEON3-MIN), integrated with
our module, using Vivado 2020.1 for the Artix 7 (part
xc7a100tcsg324-2) FPGA. Table 1 shows the synthesis
results of our module, including both the SIMD module
as well as the changes in the control path for the imple-
mentation of the new instructions.

Table 1. Hardware Cost

Resource Absolute Value % of the design
LUTs 1869 25 %
FF 168 5.9 %

We can see that our modifications account for 25% of the
resources of the resulting integrated LEON 3 design. This
is significantly smaller than the typical overhead of vector
units as well as compared to similar state of the art vector
designs for embedded systems [19]. Moreover, consider-
ing that we are using the smallest LEON 3 configuration,
with larger LEON 3 designs, our relative overhead is go-
ing to be even smaller. Our modifications reduce the fre-
quency of the processor from 100 MHz to 72MHz. The
biggest contributor to the critical path is the multiplica-
tion operation, whose impact is amplified by the cascade
of ALUs in the second pipeline stage of the module, so
in the future we are going to improve this part. With-
out the multipliers, we could achieve a 90MHz frequency.
However, even with this frequency reduction, our module
provides an important performance improvement in ML
processing as we show next.

Performance: We collected preliminary results with the
most commonly used operation in machine learning, ma-
trix multiplication, which is used for implementing both



convolutions as well as fully-connected layers in neu-
ral networks. We used different sizes and we compared
our SIMD implementation with two versions of the ma-
trix multiplication running on an unmodified LEON 3
as shown in Table 2. The baseline Leon3 char uses
8 bit values and simulates saturation using comparisons,
and Leon3 int uses 32 bits values so saturation is not
required. We introduced the SIMD instructions for our
module with inline assembly in C as shown in Figure 2
and we make sure that the results of our SIMD version are
identical to the ones produced by the baseline versions.

Table 2 shows the cycle count for each test, for the dif-
ferent matrix sizes. As we can see, there is a consider-
able reduction in the number of cycles when using the
SIMD module, up to 5×. Interestingly, performing the
same operations on LEON3 using 8-bit arithmetic does
not present a meaningful improvement over the 32-bit
version. This shows that LEON3 cannot benefit simply
by reducing the size of neural network operations which
is a common approach in tinyML systems, but it needs
the assistance of a SIMD unit or accelerator to provide
high AI performance.

Given that our modifications reduce the CPU frequency,
we provide the actual speed-up in Table 3 for better inter-
pretation of the results. We notice that even in this case,
we have reached up to 3.81× speed-up in the 8x8 matri-
ces. In the other scenarios the speed-up is also consid-
erable proving the utility of the designed SIMD module
in machine learning applications. Moreover, the results
show that the overall performance benefit is larger than
the hardware and frequency overhead.

In addition to this simple evaluation, in order to have
a more space relevant evaluation of our design, we
ported the CIFAR-10 complex inference application
from the GPU4S Bench open source benchmarking
suite [20][21][22]. For inference over 32×32 image
sizes, the speedup we get over the integer implementation
is 4.13×. The application consists of multiple neural net-
work layers such as fully connected, convolutional, max
pooling etc. We notice that the overall benefit we can get
by processing a series of neural network layers is larger
than the improvements we noticed for a single fully con-
nected layer, since some of the networks can benefit much
more from our SIMD additions.

As a rough indication of the speedup offered by our
SIMD implementation to the baseline LEON3, we can
consider that on this benchmark, the use of GPU in an
NVIDIA Xavier platform offers 3.61× speedup over a
parallel 4-core version of the application running on its
high-end ARMv8 compliant Denver CPU [23].

4.2. BNN Accelerator

We have implemented our accelerator using the latest ver-
sion of the TASTE framework and Xilinx’s latest ISE ver-
sion (14.7), which is the only FPGA flow from Xilinx
which is currently integrated with it.

Table 2. Matrix multiplication cycle comparison.

Matrix Size 4x4 8x8 16x16 32x32
LEON3 int 2160 12246 86580 657071
LEON3 char 1968 11526 83179 641903
SIMD module 638 2329 20342 140619

Table 3. SIMD module Speed-up computed based on the
physical execution time of each configuration.

Matrix Size 4x4 8x8 16x16 32x32
Speedup over LEON3 int 2.45 3.81 3.08 3.39
Speedup over LEON3 char 2.24 3.59 2.96 3.31

We have trained the BNNs for our test cases in Python us-
ing TensorFlow and Keras in order to obtain the trained
binary weights which we use in our accelerator. Cur-
rently we have not performed the integration of all the
system on chip in the FPGA (i.e. including the LEON
3 CPU). Instead, we have validated our design in simula-
tion with ISE, using a testbench for testing the accelerator
from end-to-end inference: transfer data to the accelera-
tor, inference and transfer data back from the accelerator.
We validate that the inference results using our accelera-
tor match exactly the CPU implementation.

For the functional validation of the accelerator, we have
used two test cases: one for the classification of the Iris
data set [24] obtained from [25], which consists of 150 4-
dimensional feature vectors who group into three classes,
and one for the MNIST dataset [26]. The Irist dataset
has good characteristics for testing neural network per-
formance with respect to prediction. In terms of compu-
tational cost, a 4D feature vector does not require very
expensive calculations, but it is a good way to verify our
implementation. Similarly, the MNIST dataset is small
enough to allow validation by simulation.

For the performance evaluation, we perform synthesis for
the Xilinx Spartan3 FPGA and according to ISE’s tim-
ing estimation, without place and route our accelerator
can achieve a maximum frequency of 114.943MHz. We
compare our performance against a simulated version of
the LEON 3 using Cobham Gaisler’s TSIM version 3.0.2,
which models a LEON 3 configuration clocked at 50MHz
and equipped with a 4 KiB cache, with 16 bytes per cache
line.

Due to the memory size and simulated instruction lim-
itations of the evaluation version of TSIM, we cannot
use our validation case studies, which despite their small
size exceed these limits. For this reason, we model only
a 512×512 fully connected layer, which fits in the pro-
cessor cache, therefore the achieved performance is only
limited by the computational capabilities of the CPU.
When compiling with -O2, the LEON 3 can perform the
inference task in 4.8 Million cycles, while our accelera-
tor needs 65 thousands cycles for the same computation.



Given the fact that our accelerator operates with double
frequency compared to the CPU, this results in an impres-
sive speedup of 147×.

If we consider the data transfer of these values to the ac-
celerator, the performance benefit is going to be smaller.
For example, in the extreme case of such a small network
that we are considering which doesn’t make much com-
putational demands and in the case that the input data fit
in the processor cache, the benefit is about 32×. In case
of larger BNNs, which consist of multiple connected lay-
ers and therefore they will require a higher ratio of com-
putations compared to the transferred input data, the ben-
efit is expected to be higher.

However, he have to highlight that both these results are
obtained with simulation so they have to be taken with
a grain of salt. Once we will perform the integration of
the LEON 3 and our accelerator in an FPGA, we will
be able to obtain performance results with higher confi-
dence. Moreover, we will be able to compare their area
and frequency trade-offs in a realistic way, using synthe-
sis results after placement and routing. Last but not least,
we will use a relevant case study from a safety-critical
domain similar to [20] or [22].

5. CONCLUSION AND FUTURE WORK

In this paper we introduced two different work-in
progress approaches aiming to the improvement of arti-
ficial intelligence computation in space computing. The
SIMD module presents a portable design that with mini-
mal hardware cost can speed-up the AI processing capa-
bilities of existing space processors such as the LEON3
or the NOEL-V up 4×. All of this while maintaining the
baseline architecture providing backwards compatibility
and allowing the re-utilization of the existing software.

The BNN FPGA accelerator design confirmed once again
the benefits of the TASTE framework, which allows de-
velopers to concentrate on the design of their hardware
without being concerned about the software stack for
communication with the accelerator. This accelerator has
demonstrated incredible results with simulation, showing
the advantages of BNNs. Although we take them with
care, we are optimistic about the actual performance ben-
efit that our accelerator can have on a real FPGA.

Both our designs are interesting approaches for space AI
acceleration and they are complementary to each other, so
they can also work well together. We leave the evaluation
of a system using both designs simultaneously as future
work .

For the SIMD module, in addition to the optimization of
the multiplication operation to further reduce our hard-
ware and timing cost, our next steps include compiler
support for our new instructions, to simplify the code
generation and maximize the optimization in the code.
With these modifications the performance of the SIMD

instructions may increase further. Moreover, this will al-
low us to perform a more extensive evaluation, with stan-
dard machine learning workloads targeting the space do-
main [22]. Finally the integration of our module in the
NOEL-V processor will also be a goal to reach in the
short-term. This would bring even more opportunities for
improvement in the AI computation in space processors.

On the other hand, regarding the BNN accelerator, we are
planning to create a VHDL code generator for the imple-
mentation of the AI accelerator directly from Python to
the TASTE framework. In addition, we will integrate our
solution with a deep learning library such as PyTorch or
TensorFlow, in order to allow interoperability with exist-
ing widely used machine learning frameworks.
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